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Abstract—In this paper, the problem of rate control in multi-user multiple-input multiple-output (MIMO) interference systems is formulated as a multicriteria optimization (MCO) problem. The Pareto rate region of the MCO problem is first characterized by giving a sufficient condition for the convexity of the Pareto rate region. Secondly, various rate region convexification approaches including a multi-stage interference cancellation and a full projection (FP)-based interference avoidance scheme are analyzed. An achievable rate region based on FP is also given for MIMO interference systems. Thirdly, Nash bargaining (NB) is applied to transform the MCO problem into a single-objective problem. The characteristics of the NB over MIMO interference systems such as the uniqueness and optimality of different type NB solutions are investigated. A method to determine the optimality of FP- and time-division multiplexing-based NB solutions is presented as well. Finally, the convexity of the rate region and the existence of the FP-based NB solution for MIMO interference systems are examined numerically.
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I. INTRODUCTION

Multicriteria optimization (MCO), which is featured by the need to simultaneously optimize multiple noncommensurable or even incompatible objectives, has been widely used in many fields of engineering and sciences [1]. An MCO problem usually admits infinite number of noninferior solutions, which form a Pareto boundary and encompass a Pareto region [2]. The characteristics of the Pareto region are of particular interest in terms of shedding light on solving the corresponding MCO problem.

The rate control problem in multi-user interference systems can be formulated as an MCO problem. The convexity of the Pareto rate region of such an MCO problem is a desirable feature for interference systems. Various approaches have been used to convexify a rate region [3], [4]. One popular approach is based on the use of a convex hull of rate region [3]. However, its rate boundary is achievable only in terms of the average rate. Another approach is based on using orthogonal signaling schemes, e.g., time division multiplexing (TDM) and frequency division multiplexing (FDM) [4]. They significantly simplify the MCO problem, but they usually lead to smaller achievable rate regions [5]. Therefore, it is desirable to analyze the convexity of the true Pareto rate region and compare the resulting rate regions of different convexification schemes.

Recently, Nash bargaining (NB) theory for cooperative games has been widely recognized as a useful approach for solving the MCO problem for multi-user interference systems due to the fact that NB can effectively balance the fairness of individual users and the system-level performance [6]. Representative examples in the literature include [4] and [7] for single-input single-output (SISO), [3] and [5] for multiple-input single-output (MISO), and [8] for MIMO interference systems. However, little research has been done to characterize the pure strategy based NB for MIMO interference systems.

In this paper, we address the MCO problem of rate control in multi-user MIMO interference systems. Firstly, the Pareto rate region of this MCO problem is characterized. It is proved that the condition that interference-plus-noise covariance matrices approach identity matrix is a sufficient condition for the convexity of the rate region. Moreover, a significant implication of this fact is found and states that when interference is high, interference mitigation techniques are preferable for convexifying the rate region. Secondly, various rate region convexification approaches including a multi-stage interference cancellation (IC) and a full projection (FP)-based interference avoidance (IA) schemes are developed and analyzed. An achievable rate region based on FP precoding is also given for MIMO interference systems. Thirdly, the MCO problem for rate control is scalarized by using NB. The characteristics of the NB over MIMO interference systems such as the uniqueness of the pure-strategy NB solution and the optimality of NB solutions resulting from different convexification approaches are studied.

The remainder of this paper is organized as follows. The

1When referring to rate region/boundary, we mean the Pareto rate region/boundary hereafter.
MCO problem and NB for multi-user MIMO interference systems are formulated in Section II. In Section III, the Pareto rate region is characterized and various rate region convexification approaches for MIMO interference systems are analyzed. The characteristics of pure-strategy NB solution and the optimality of different NB solutions are studied in Section IV. The convexity of the rate region and the existence of the FP-based NB solution for MIMO interference systems are exemplified in Section V via numerical studies. Finally, conclusions are drawn in Section VI.

**Notation:** For a matrix $X$, $\text{tr}[X]$, $X^{-1}$, $X^H$, and $X^\dagger$ denote its trace, inverse, Hermitian transpose and pseudoinverse, respectively. $E[\cdot]$ stands for the statistical expectation operator.

**II. PROBLEM FORMULATION**

**A. MCO in MIMO Interference Systems**

Consider an $M$-user MIMO interference system. The transmitter and receiver for user $i$ are equipped with $N_i^t$ and $N_i^r$ antennas, respectively. The $N_i^r \times 1$ complex baseband signal vector received by user $i$ can be written as [9]

$$y_i = H_i x_i + \sum_{j=1, j \neq i}^M H_{ji} x_j + n_i$$

where $x_i \in \mathbb{C}^{N_i^t \times 1}$ is the transmitted signal vector for user $i$; $H_{ji} \in \mathbb{C}^{N_i^r \times N_j^t}$ and $H_{ji} \in \mathbb{C}^{N_i^r \times N_j^t}$ are channel matrices from transmitter $i$ and transmitter $j$ to receiver $i$, respectively; we assume that $H_{ji} \sim \mathcal{CN}(0, \rho_i)$ ($i = 1, 2, \ldots, M$), i.e., the elements of the channel matrices are independent and identically distributed (i.i.d.) circular symmetric complex Gaussian random variables with zero mean and variance $\rho_i$; we also have $H_{ji} \sim \mathcal{CN}(0, \eta_{ji})$ ($j = 1, 2, \ldots, M$; $j \neq i$); and $n_i \in \mathbb{C}^{N_i^r \times 1}$ is the i.i.d. additive white Gaussian noise (AWGN) vector of user $i$ with zero mean and covariance matrix being identity matrix $\mathbb{E}[n_i n_i^H] = I$. Then, $\rho_i$ is the normalized signal-to-noise ratio (SNR) for user $i$ and $\eta_{ji}$ is the normalized interference-to-noise ratio (INR).

The mutual information for user $i$ can be expressed as [10]

$$I_i(\mathcal{I}) = \log_2 \det(1 + H_i Q_i H_i^H R_{-i}^{-1})$$

where $\mathcal{I} = \{Q_1, \ldots, Q_M\}$, $Q_i = \mathbb{E}[x_i x_i^H]$ is the Hermitian positive semi-definite (PSD) transmit covariance matrix of the input signal vector for user $i$, i.e., $Q_i \succeq 0$, and

$$R_{-i} = I + \sum_{j=1, j \neq i}^M H_{ji} Q_j H_{ji}^H$$

is the interference-plus-noise covariance matrix for user $i$. The transmission of each user is power limited, i.e.,

$$\text{tr}(Q_i) \leq p_i, \quad i = 1, 2, \ldots, M.$$  

The rate control objective in the MIMO interference system is the multiple rates maximization for all users by optimizing their transmit covariance matrices under the power constraints (4). Therefore, the rate control problem can be formulated as the following MCO problem

$$\max_{\mathcal{I}} I_i(\mathcal{I}) \quad \text{for all } i = 1, 2, \ldots, M$$

subject to $Q_i \succeq 0$, $i = 1, 2, \ldots, M$

$$\text{tr}(Q_i) \leq p_i, \quad i = 1, 2, \ldots, M.$$  

**B. Scalarization of the MCO Using NB**

In this paper, we restrict our attention to the NB as one of the most popular approaches to scalarize the multiple objectives of the MCO problem (5) [6]. In the context of the MIMO interference game with a convex rate region, the bargaining set, i.e., the set of available strategies for user $i (i = 1, 2, \ldots, M)$, can be expressed as

$$\mathcal{S} = \{Q_i | Q_i \succeq 0, \text{tr}(Q_i) \leq p_i, \text{ and } I_i(\mathcal{I}) > I_i^{\text{NE}}\}$$

where $I_i^{\text{NE}}$ is the utility of the Nash Equilibrium (NE) for user $i$. NE is a steady state in competitive games for which each player can not improve its utility by unilaterally changing its own strategy [11]. The transmit covariance matrix leading to the NE can be found via iterative water filling (IWF) as [12]

$$Q_i = U_i(\mu_i I - D_i^{-1})^+ U_i^H,$$

where $U_i D_i U_i^H = H_i^H R_{-i}^{-1} H_{ii}$ is the eigenvalue decomposition (EVD) of $H_i^H R_{-i}^{-1} H_{ii}$, and $\mu_i$ denotes the power level given by IWF.

By applying the NB principle, the MCO problem (5) can be scalarized as the following single-objective optimization problem

$$\max_{\mathcal{I}} \prod_{i=1}^M \left( I_i(\mathcal{I}) - I_i^{\text{NE}} \right)$$

subject to $Q_i \succeq 0$, $i = 1, 2, \ldots, M$

$$\text{tr}(Q_i) \leq p_i, \quad i = 1, 2, \ldots, M$$

$$I_i(\mathcal{I}) > I_i^{\text{NE}}, \quad i = 1, 2, \ldots, M.$$  

The NB maximizes the Nash product of the whole MIMO system while guaranteeing that the utility of each MIMO user is not less than that of the NE.

**III. RATE REGION CHARACTERIZATION AND CONVEXIFICATION**

**A. Convexity of Pareto Rate Region**

In the context of the MIMO interference systems, we first investigate the convexity of the true Pareto rate region using pure strategies. The true Pareto rate region is achievable in terms of instantaneous rate and it is usually larger than the orthogonal signaling-based counterpart in low interference cases [5]. We derive the following sufficient condition ensuring the convexity of the rate region.

**Proposition 1:** If the interference-plus-noise covariance matrices $R_{-i} \rightarrow I$ ($i = 1, 2, \ldots, M$), the Pareto rate region of the MIMO interference system is convex.

The detailed proof can be found in [13]. The condition that $R_{-i} \rightarrow I$ corresponds to the condition that INRs $\eta_{ji}$ ($i, j = 1, 2, \ldots, M$; $j \neq i$) in (1) are sufficiently small. Hence, the immediate implication of Proposition 1 is that the rate region is convex when the interference is low. Then, the following remark on rate region convexification can be made.
Fig. 1. An example of different signaling schemes and NB solutions of 2-user MIMO interference system.

**Remark 1:** Interference mitigation techniques can be used to convexify a rate region besides the use of convex hull and orthogonal signaling.

The rate region convexification schemes can be summarized as the following three categories.

- **Convex hull** - It stems from the time-sharing signaling of extremity points on the rate boundary, where all users agree to use one set of transmitting strategies for a certain time period and to use the other set of strategies during the rest of the time (see, for example [3]). Therefore, the time-sharing signaling fills the ‘depressions’ of the rate region and make it convex. However, its rate region is only achievable in terms of average rate rather than instantaneous rate [3].

- **Orthogonal signaling** - In this case, users agree to split the radio resource (time or bandwidth) into several orthogonal parts and each user uses one part only. TDM and FDM are two prominent examples of orthogonal signaling. It worth noting that time sharing involves in both TDM and convex hull. TDM distinguishes itself from the convex hull in the sense that the former is pure time-sharing signaling among single-user operation points, while the latter is time sharing of extremity points as shown in Fig. 1. The orthogonal signaling significantly simplifies the MCO problem of rate control, but the associated rate loss may be large compared to the pure strategy approach [5].

- **Interference mitigation** - Proposition 1 suggests that reducing interference for each user can also make the rate region convex. Therefore, various interference mitigation techniques are applicable to convexify the rate region. Interference mitigation can be mainly divided into two categories: i) interference cancellation at the receiver and ii) interference avoidance at the transmitter.

**B. Convexification Using Interference Cancellation**

Various interference cancellation techniques [14] can be used for interference systems. The following comparison between orthogonal signaling and interference cancellation is of interest. Orthogonal signaling is a simple and widely-used method to produce a convex rate region at the cost of rate loss. Application of interference cancellation techniques to an interference system eventually transforms a high-interference system into a low-interference system, which consequently leads to a convex rate region according to Proposition 1. Moreover, interference cancellation removes the interference perceived at the receivers, but unlike orthogonal signaling, the radio resource (time, bandwidth) available to each user for interference cancellation remains the same as for pure strategy. Therefore, the following remark about the practical significance of the rate region convexification can be made.

**Remark 2:** When the interference is high, interference cancellation techniques outperform orthogonal signaling techniques for convexifying a rate region in the sense that they lead to a convex rate region of a larger size.

We can obtain the immediate conclusion from Remark 2 that interference cancellation ensures the uniqueness of NB solution, meanwhile, the interference cancellation-based NB (NBIC) solution has higher user rates than the orthogonal signaling based NB solution.

As a special case, we propose a multi-stage interference cancellation technique for a 2-user MIMO interference system. The generalization to the multi-user case is straightforward and omitted here for brevity. It is worth noting that our objective is to demonstrate the advantages of the interference cancellation over orthogonal signaling for the multicriteria optimization via NB rather than considering practically appealing interference cancellation designs.

The multi-stage interference cancellation works as follows. First, the receivers of users 1 and 2 decode their signals of interest and pass them to the receivers of users 2 and 1, respectively. Using (1), the decoded signals from receivers of users 1 and 2 in the first stage of interference cancellation can be written as

\[ x_1^{(1)} = H_{11}^* y_1 \]  

(9)

\[ x_2^{(1)} = H_{22}^* y_2. \]  

(10)

Second, the receivers of users 1 and 2 reconstruct the interference signals from the decoded signals and subtract them from its received signal to obtain the following signals used in the second stage of the interference cancellation procedure

\[ y_1^{(2)} = y_1 - H_{21}^* x_2^{(1)} \]

(11)

\[ = (H_{11} - H_{21} H_{22}^* H_{12}) x_1 + n_1 - H_{21} H_{22}^* n_2 \]

\[ y_2^{(2)} = y_2 - H_{12}^* x_1^{(1)} \]

(12)

\[ = (H_{22} - H_{12} H_{11}^* H_{21}) x_2 + n_2 - H_{12} H_{11}^* n_1. \]

The decoding, reconstruction, and subtraction procedure is repeated stage after stage and terminated after a certain stage or after a stopping tolerance criteria on the remaining error is satisfied. An example of a 2-stage interference cancellation is demonstrated in Fig. 1 for a 2-user MIMO interference system.

**C. Rate Region Convexification Using Interference Avoidance**

Interference avoidance refers to proactive approaches employed at the transmitter side to avoid interfering unintended receivers. In the context of MIMO interference systems, null
space projection-based precoding is one of the commonly used interference avoidance schemes. It steers the transmission of each MIMO transmitter into the null space of interfering channel to its unintended receivers. As an example of null space projection-based precoding, FP precoding [15] is capable of completely avoiding interfering unintended receivers and transforming the MIMO interference system into an interference-free system. Therefore, it can be used to convexify the rate region of MIMO interference system.

To facilitate the FP precoding, the number of transmit antennas of each user must be larger than the total number of receive antennas of all unintended receivers, i.e.,

$$N^i_j > \sum_{j \neq i} N^j_i \quad \forall i, j = 1, 2, ..., M. \ (13)$$

For user $i$, its transmit covariance matrix using FP precoding with transmission power $p_i$ can be written as [15]

$$Q_{ii}(p_i) = U_{i,i}(\mu_i I - \Lambda_{ii}^{-1})^+ U_{i,i}^H (14)$$

where $\mu_i$ is the power level obtained from the water filling, $\text{tr}(\mu_i I - \Lambda_{ii}^{-1})^+$ = $p_i$. In (14), $U_{i,i}$ and $\Lambda_{ii}$ are obtained from the EVD $U_{i,i} \Lambda_{ii} U_{i,i}^H = (I - U_{gi} U_{gi}^H) H_{ii} H_{ii}^H (I - U_{gi} U_{gi}^H)$, and $U_{gi}$ is the matrix consisting of the first $\sum_{j \neq i} N^j_i$ columns of the unitary matrix $U_G$ stemming from another EVD $U_G \Lambda_G^H U_G^H = H_{ii}^H$, where

$$H_{ii} = [H_{i,1}; \ldots; H_{i,i-1}; H_{i,i+1}; \ldots; H_{i,M}] \ (15)$$

denotes the vertically concatenated interference channels from user $i$ to all its unintended users $j$ ($j = 1, 2, \ldots, M; j \neq i$).

The rate region of FP precoding for a 2-user MIMO interference system is also shown in Fig. 1. As it can be seen from this figure, the FP precoding based rate region is larger than the orthogonal signaling counterparts in the top right region. This observation leads to another remark on rate region convexification.

**Remark 3:** To convexify a rate region, interference avoidance has potential to outperform the orthogonal signaling when the fairness requirement to each user is imposed.

The performance of the aforementioned rate region convexification schemes is summarized in Table I, where the requirements on channel state information (CSI) and receiver (Rx) cooperation, implementation complexity, and the size of resultant rate region are compared.

### D. Rate Region Characterization

In what follows, we give an achievable rate region for MIMO interference systems satisfying (13). We start with a 2-user MIMO system. Its rate boundary can be obtained by finding the rate tuple $(R_1, \max \varphi(12))$. Given a rate $R_1$ for user 1, the corresponding rate $R_2$ for user 2 on the rate boundary is the maximum rate which can be achieved by user 2 when i) there is no interference from user 1 to user 2, i.e., user 1 adopts the FP precoding with transmit covariance matrix $Q_{MR_1}$, and ii) user 2 employs the maximum rate precoding with the following transmit covariance matrix and full-power transmission

$$Q_{MR_2}(p_2) = U_{MR_2} (\mu_2 I - \Lambda_{MR_2}^{-1})^+ U_{MR_2}^H \ (16)$$

where $U_{MR_1}$ and $\Lambda_{MR_1}$ come from the EVD $U_{MR_1} \Lambda_{MR_1} U_{MR_1}^H = H_{21}^H H_{22}$. Therefore, an achievable rate boundary can be obtained as follows:

- For $I(Q_{\perp_{1}}(0), Q_{MR_1}(p_2)) \leq R_1 \leq I(Q_{\perp_{1}}(p_1), Q_{MR_1}(p_2))$, $R_2$ can achieve its largest rate. This part of rate boundary $R_1$ can be expressed as

$$R_1 : 0 \leq R_1 \leq I(Q_{\perp_{1}}(p_1), Q_{MR_1}(p_2)) \ (17)$$

$$R_2 = \log_2 \det \left( I + H_{22} Q_{MR_2}(p_2) H_{22}^H \right)$$

$$= \sum_k \left( \log_2 (p_2 \lambda_k) \right)^+ \cdot \left( \lambda_k \right) \ (18)$$

The second equality for $R_2$ in (17) is obtained according to [16], $\lambda_k \geq 0$. All other users adopt interference avoidance schemes. It steers the transmission space projection-based precoding, FP precoding [15] is capable of completely avoiding interfering unintended receivers and transforming the MIMO interference system into an interference-free system. Therefore, it can be used to convexify the rate region of MIMO interference systems.

For user $i$, its rate region for FP precoding can be written as [15]

$$R_i(Q_{\perp_{i}}(0), Q_{MR_i}(p_2)) \leq R_1 \leq R_i(Q_{\perp_{i}}(p_1), Q_{MR_i}(p_2)) \ (19)$$

$$R_2 = \log_2 \det \left( I + H_{22} Q_{MR_2}(p_2) H_{22}^H \right)$$

$$= \sum_k \left( \log_2 (p_2 \lambda_k) \right)^+ \cdot \left( \lambda_k \right) \ (20)$$

$$R_2 = \log_2 \det \left( I + H_{22} Q_{MR_2}(p_2) H_{22}^H \right)$$

$$= \sum_k \left( \log_2 (p_2 \lambda_k) \right)^+ \cdot \left( \lambda_k \right) \ (21)$$

$$R_2 = \log_2 \det \left( I + H_{22} Q_{MR_2}(p_2) H_{22}^H \right)$$

$$= \sum_k \left( \log_2 (p_2 \lambda_k) \right)^+ \cdot \left( \lambda_k \right) \ (22)$$

It is worth noting that $R_2$ is one of the achievable rate boundaries which is not necessarily the Pareto rate boundary. In Fig. 1, the curve BC depicts $R_2$.

Using the symmetry of the previous results, the other two parts of the achievable rate boundary $R_3$ and $R_4$ (curve CD and line DE in Fig. 1) are symmetric to $R_2$ and $R_1$, respectively.

By induction, for an $n$-user MIMO interference channel satisfying (13), one of the achievable rate boundaries can be characterized by the following two types of hypersurfaces of $n - 1$ dimensions.

- One user $(C_n^{1})$ uses full-power maximum rate precoding $Q_{MR_i}(p_i)$ ($i = 1, 2, \ldots, n$). All other users adopt varying-power FP precoding, i.e., $Q_{\perp_j} (\tau_j p_j)$ ($j \neq i; \tau_j \in [0, 1]$).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>CSI</th>
<th>Rx cooperation</th>
<th>Complexity</th>
<th>Rate region</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDM</td>
<td>unrequired</td>
<td>unrequired</td>
<td>low</td>
<td>small</td>
</tr>
<tr>
<td>FDM</td>
<td>unrequired</td>
<td>unrequired</td>
<td>low</td>
<td>medium</td>
</tr>
<tr>
<td>Multistage IC</td>
<td>required</td>
<td>required</td>
<td>high</td>
<td>large</td>
</tr>
<tr>
<td>FP-based IA</td>
<td>required</td>
<td>unrequired</td>
<td>medium</td>
<td>medium</td>
</tr>
</tbody>
</table>
• One user \( (C^1_n) \) uses the convex combinational precoding strategy \( \tau Q_{MR}(p_i) + (1 - \tau)Q_{L}(p_i), (\tau \in [0, 1]; i = 1, 2, \cdots, n) \). One of the other users among the remaining \( n - 1 \) users \( (C^1_{n-1}) \) adopts the full-power FP precoding \( Q_{L}(p_j) \) \( (j \neq i) \). All the rest users employ varying-power FP precoding \( Q_{L}(\tau_k p_k) \) \( (k \neq i; k \neq j; \tau_k \in [0, 1]) \). Thus, the total number of hypersurfaces of these two types aggregate to \( C^1_n + C^1_{n-1} = n^2 \).

IV. Characterization of Different NB Solutions

A. Uniqueness of Pure-strategy NB Solution

It is straightforward to see that the optimization problem given by (8) is identical to

\[
\max_{\mathcal{Q}} \ln \left( \prod_{i=1}^{M} (I_i(\mathcal{Q}) - I_i^NE) \right)
\]

subject to

\[
Q_i \succeq 0, \quad i = 1, 2, \cdots, M
\]

\[
\text{tr}(Q_i) - p_i \leq 0, \quad i = 1, 2, \cdots, M
\]

\[
I_i^NE - I_i(\mathcal{Q}) < 0, \quad i = 1, 2, \cdots, M.
\]

Note that (19) is a convex optimization problem if and only if its objective function is concave and its constraint set is convex [17].

**Proposition 2**: When the interference-plus-noise covariance matrices \( \mathbf{R}_{-i} \to \mathbf{I} \) \( (i = 1, 2, \cdots, M) \), the optimization problem (19) is a convex problem.

This proposition has been proved in the full version of this paper [13] by showing that \( \mathbf{R}_{-i} \) approaching \( \mathbf{I} \) is sufficient for both the concavity of the objective function in (19) and the convexity of its constraint set.

From Proposition 2, the following corollary can be obtained.

**Corollary 1**: When the NE is not in the Pareto rate boundary, the condition that the interference-plus-noise covariance matrices \( \mathbf{R}_{-i} \) approach \( \mathbf{I} \), is the sufficient condition for the uniqueness of the pure-strategy NB solution of MIMO interference systems.

**Proof**: The interference-plus-noise covariance matrices \( \mathbf{R}_{-i} \) approaching \( \mathbf{I} \) can ensure the convexity of the rate region (see Proposition 1) on which the NB is defined. Interestingly, it also guarantees the uniqueness of the NE in MIMO interference systems (see Proposition 1 in [18]), i.e., it guarantees that the IWF converges. Proposition 2 states that if the interference-plus-noise covariance matrices \( \mathbf{R}_{-i} \) approach \( \mathbf{I} \), then (19) is a convex optimization problem, i.e., there exists at most one solution maximizing the objective function of (19) [17]. Moreover, the NE not being on the Pareto boundary is necessary for the existence of the NB solution. Applying Propositions 1 and 2 of this paper and Proposition 1 in [18], we complete the proof.

B. Optimality of NB Solutions

Various rate region convexification schemes investigated in Sections III.B and III.C lead to different NB solutions. It can be observed from Fig. 1 that the TDM and multi-state interference cancellation scheme have the smallest and largest rate regions, respectively. Hence, they lead to the NB solutions with the smallest and largest user rates, respectively. Moreover, the FDM-based NB (NB\(_{FDM}\)) solution is optimal over the TDM-based NB (NB\(_{TDM}\)) solution due to the fact that the FDM-based rate region is strictly convex while the TDM-based rate region is not. Next, we analyze the optimality of NB\(_{FDM}\) and FP precoding-based NB (NB\(_{FP}\)) solutions.

The NB\(_{FP}\) solution for user \( i \) can be expressed as

\[
R_{i}^{NB_{FP}} = \log_2 \det \left( \mathbf{I} + \mathbf{H}_i Q_{L}(p_i) \mathbf{H}_i^H \right)
\]

\[
= \max_{Q_i} \log_2 \det \left( \mathbf{I} + \mathbf{H}_i \left[ \mathbf{I} - \mathbf{H}_i^H \left( \mathbf{H}_i \mathbf{H}_i^H \right)^{-1} \mathbf{H}_i \right] \mathbf{Q}_i \times \left[ \mathbf{I} - \mathbf{H}_i^H \left( \mathbf{H}_i \mathbf{H}_i^H \right)^{-1} \mathbf{H}_i \right] \mathbf{H}_i^H \right)
\]

\[
= N_i^t - \sum_{j \neq i} N_j^t \left( \log_2 (p_i \lambda_k^i) \right)^+ \quad (20)
\]

where \( \lambda_k^i (k = 1, 2, \cdots, N_i^t \neq \sum_{j \neq i} N_j^t) \) are the eigenvalues of the user \( i \)'s effective channel matrix after projection to \( \mathbf{H}_i \left[ \mathbf{I} - \mathbf{H}_i^H \left( \mathbf{H}_i \mathbf{H}_i^H \right)^{-1} \mathbf{H}_i \right] \left[ \mathbf{I} - \mathbf{H}_i^H \left( \mathbf{H}_i \mathbf{H}_i^H \right)^{-1} \mathbf{H}_i \right]^H \mathbf{H}_i^H \).

The second equality in (20) is obtained by interpreting the FP precoding as an optimal precoding of the effective channel matrix after null-space projection.

The rate of user \( i \) employing FDM when using \( t_i \in [0, 1] \) fraction of the spectrum can be written as

\[
R_{i}^{FDM}(t_i) = t_i \log_2 \det \left( \mathbf{I} + \frac{\mathbf{H}_i Q_{MR}(p_i) \mathbf{H}_i^H}{t_i \mathbf{I}} \right)
\]

\[
= t_i \sum_{k=1}^{N_i^t} \left( \log_2 (p_i \lambda_k^i \frac{t_i}{t_i}) \right)^+ . \quad (21)
\]

Let \( t_i \sum_{k=1}^{N_i^t} \left( \log_2 (p_i \lambda_k^i \frac{t_i}{t_i}) \right)^+ = R_{i}^{NB_{FP}} \). Then, we can use the following criteria to determine the optimality of NB\(_{FP}\) and NB\(_{FDM}\) solutions:

- when \( \sum_{i=1}^{M} t_i > 1 \), the NB\(_{FP}\) solution outperforms the FDM-based counterpart;
- when \( \sum_{i=1}^{M} t_i < 1 \), the NB\(_{FDM}\) solution outperforms the NB\(_{FP}\) one.

V. Numerical Studies

We investigate the impact of the INRs on the convexity of the rate region quantitatively via numerical studies. Consider a 2-user Rayleigh fading MIMO interference system with parameters \( \sigma = 1 \) and \( N_i^t = N_j^t = 2, \ i = 1, 2 \). We examine the probability that the rate region is convex for different values of signal-to-interference ratio (SIR). It can be seen in Fig. 2 that when the SNR is -10, 0 and 10 dB, the SIR should be at least 10, 15 and 20 dB, respectively, to ensure that the rate region is convex. Two trends can be observed in Fig. 2: i) as the SIR increases, i.e., as the INR decreases while the SNR is fixed, the probability that the rate region is convex increases; ii) as the SNR increases, the SIR needs to increase as well to retain the probability that the rate region is convex.

In Fig. 3, we evaluate the probability of the existence of NB\(_{FP}\) solution, i.e., the probability that the use of FP precoding is strictly optimal over competition among users in terms of resultant rates. As we can see from Fig. 3, the probability of the existence of NB\(_{FP}\) solution increases with the increase of INR, which infers that the FP precoding becomes more
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